Classification with Imperfect Labels for Fault Prediction
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ABSTRACT
Classification techniques have been widely used in fault prediction for industrial systems. However, an inherent issue with this approach is label imperfections in training data, since the line of demarcation between classes is determined based on field expert experience and maintenance capability. To address this issue we propose a noisy-label model in which the labeling noise function is derived from a point of view motivated by reliability analysis. We also present a novel label bootstrapping method that can better reflect the true uncertainty of the labeling process than the standard approach for addressing label imperfections. The proposed technique gives encouraging results on two industrial fault detection data sets.
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1. INTRODUCTION
Fault prediction is an important engineering discipline in system health management of many industrial processes. It involves monitoring system operation conditions in order to predict an impending failure event based on symptoms exhibited in sensor-measured process variables and therefore, plays a critical role in preventing costly component damage or catastrophic failure.

In a fault prediction system, the collected monitoring data often consists of multiple multivariate time series. Each time series is from a different instance of the same complex engineered system; for example, the data might be from a fleet of ships of the same type, yet operational characteristics may vary across systems due to different degrees of initial wear and manufacturing variation (which are considered natural). A system is operating normally at the start of each time series, and develops a fault at some point during the series. A given time series covers the entire operational lifespan of a system, ending with the last measurement point prior to system failure. Each data point in the time series is a vector containing all sensor measurements, e.g., in an commercial aircraft engine system, exhaust gas temperature (EGT), fuel flow (F/F), engine pressure ratio (EPR), engine core speed (RPM) and etc.

Although failure of industrial systems may be caused by various reasons, aging is the dominant culprit. Within a certain time period — i.e., a window — prior to failure, substantial damage accumulates, system conditions deteriorate rapidly and certain events (i.e., sensor-signatures) indicative of failure occur more frequently. Therefore, an approach commonly used in practice is to convert failure prediction into a binary-classification task, by assessing whether a system has entered a ‘pre-failure’ state or is functioning in a ‘normal’ state [1–3, 10]. Denoting the time of actual failure as \( t_f \), and setting a window length, \( w \), those data points within the time period \( (t_f - w, t_f) \) are labeled as belonging to the ‘pre-failure’ class \( (y = 1) \), while the other points are labeled as the ‘normal’ class \( (y = 0) \). Conventional classification techniques, such as logistic regression or a support vector machine (SVM), can then be readily applied in conjunction with features extracted from each data point’s signature.

The binary-classification approach has advantages in terms of ease of use and robustness to machine variances; however, imperfections in the labeling process are inherent in such an approach. The binarization of engine deterioration into ‘pre-failure’ and ‘normal’ states is a simplification of the continuous process that occurs in reality. Moreover, the window length is often suggested by experienced field experts or stipulated based on maintenance capabilities. (For example, in a paper-making machine, specific requirements were imposed to signal a warning at least 60 minutes before the breakage of the paper web [1]; for train-wheel failure prediction, an advance notice of three weeks was desired [10].) Therefore, it remains unknown whether a system has started showing actual signs of failure at the beginning of the prescribed time window.

The standard approach for addressing label imperfections [5] is to modify the probability of a label, \( y_i \), of a data point \( x_i \), with estimated labeling error \( \epsilon_i \in [0, 0.5] \) by writing

\[
p(y_i = 1|x_i, w) \rightarrow \epsilon_i + (1 - 2\epsilon_i)p(y_i = 1|x_i, w).
\]

(1)

This approach does not address the fundamental issue of imperfect labels. Namely, this approach simply weakens the confidence of the given label. It never considers the case in which the label is assigned the opposite label, as it would be if it were indeed incorrect.
Therefore, the subsequent classifier that is constructed is significantly biased toward the initial set of labels supplied with the data set.

In this work we improve the classification approach by introducing a noisy-label model. Besides the binary labels, there is a labeling noise function associated with the data points in a time series. The function is designed for the following purposes: (i) softening the boundary between two classes and therefore increases system robustness to the window size choice, and (ii) conforming to the natural aging process of industrial systems.

Moreover, we address label imperfections in a different approach from [5]. Multiple training sets are generated in a bootstrapping manner, in which the feature vectors are the same as in the original training set, while the labels could be flipped and the chance of flipping is determined by the associated noise level (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the specification of a labeling noise function (e.g., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates).

Central to the proposed approach incorporating imperfect labels is the uncertainty of the labeling process. In this work we improve the classification approach by introducing a noisy-label model. Besides the binary labels, there is a labeling noise function associated with the data points in a time series. A classifier trained on the initial training set, while the labels could be flipped and the chance of flipping is determined by the associated noise level. A classifier ensemble is learned with the multiple training sets. This bootstrapping approach explicitly allows the labels initially supplied with the data set to take on the opposite values, in effect reflecting the true uncertainty of the labeling process.

2. LABELING NOISE FUNCTION

Central to the proposed approach incorporating imperfect labels is the specification of a labeling noise function (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates). It is desirable to have a function that: (i) corresponds to the underlying physical process, (ii) maximizes the noise level (i.e., the labeling error rates).

Reliability analysis often uses the Weibull distribution [9],

\[
r(t) = \exp \left\{ - \left( \frac{t}{\alpha} \right)^{\beta} \right\},
\]

where \(\alpha\) is the scale parameter and \(\beta\) is the shape parameter. The value of \(\beta\) is related to the cause and behavior of the failure. When \(\beta > 1\), the failure rate decreases, indicating a system that tends to fail early, a scenario referred to as “infant mortality.” When \(\beta = 1\), the failure rate is constant, an indication that the system is aging, a process indicated by \(\beta > 1\) when \(\rho < 2^{\left(\frac{-t}{\gamma-w}\right)}\) (the proof is omitted since it is rather straightforward).

As noted earlier, the major cause for the failure of industrial systems is aging, a process indicated by \(\beta > 1\). In (4), it is guaranteed that \(\beta > 1\) when \(\rho < 2^{\left(\frac{-t}{\gamma-w}\right)}\) (the proof is omitted since it is rather straightforward).

Since a system typically deteriorates rapidly once signs of failure appear (i.e., the window size is small), \(w \ll t_f\) so the value of \(\frac{t_f}{\gamma-w}\) is close to unity; therefore the condition that \(\rho < 2^{\left(\frac{-t}{\gamma-w}\right)}\) is easily met.

In the event that data from multiple systems is used in the classifier training process, the maximum of \(\frac{t_f}{\gamma-w}\) across all systems can be used to determine the value of \(\rho\).

3. CLASSIFICATION WITH LABEL NOISE

Figure 1: Example of (a) the reliability function, and (b) the corresponding labeling noise function, for \(t_f = 100\), \(w = 10\) and \(\rho = 0.001\). The values of \(\alpha\) and \(\beta\) are calculated using (4).

The parameters \(\alpha\) and \(\beta\) can be obtained by solving the equations

\[
\begin{align*}
\exp \left\{ - \left( \frac{t_f}{\alpha} \right)^{\beta} \right\} &= \rho, \\
\exp \left\{ - \left( \frac{t_f-w}{\alpha} \right)^{\beta} \right\} &= 0.5,
\end{align*}
\]

the analytic solution of which is

\[
\alpha = \exp \left\{ \log(t_f-w) - \frac{1}{\beta} \log(-\log(0.5)) \right\},
\]

\[
\beta = \log \left( \frac{\log(\rho) \log(0.5)}{\log \left( \frac{t_f}{t_f-w} \right)} \right).
\]

As noted earlier, the major cause for the failure of industrial systems is aging, a process indicated by \(\beta > 1\). In (4), it is guaranteed that \(\beta > 1\) when \(\rho < 2^{\left(\frac{-t}{\gamma-w}\right)}\) (the proof is omitted since it is rather straightforward).

The labeling noise function in (3) is identical to the reliability function in (2) in the ‘pre-failure’ time window, while it is symmetric to (2) around the line \(r(t) = 0.5\) outside the window. The function is maximized at \(t = (t_f-w)\) and minimized at \(t = 0\) and \(t = tf\).

The labeling noise function is plotted in Fig. 1 for the case in which \(t_f = 100\), \(w = 10\) and \(\rho = 0.001\).
Hereafter, we assume we are dealing with a binary (i.e., two-class) classification problem. To address the more nuanced nature of labeling that occurs with real data sets, we describe labels from a quantum perspective. Rather than a label representing a classical bit that takes on the value \(y_i = 1\) or \(y_i = 0\) with certainty according to its true state, we let a label be represented by a quantum bit, or qubit.

The general state of a qubit is [4]

\[
|\psi_i\rangle = \alpha_i |0\rangle + \beta_i |1\rangle
\]  

(5)

where \(|0\rangle\) and \(|1\rangle\) are the two computational basis states of the qubit and \(|\alpha|^2 + |\beta|^2 = 1\). A qubit can exist in either basis state or even a superposition of the two. However, a measurement of a qubit will return only one of the two basis states, \(|0\rangle\) or \(|1\rangle\), with probability \(|\alpha|^2\) or \(|\beta|^2\), respectively. After the measurement, the qubit state collapses irreversibly to the qubit state that is consistent with the measurement.

In this analogy, the measurement of a qubit corresponds to a human labeling a data point. Because of the stochastic nature of the qubit, if a different human instead labeled the data point, it is possible that a different label would be assigned. The case of perfect labeling that is implicitly assumed in most classification problems would correspond to a scenario in which the qubit state of the \(i\)-th data point was described with either \(\alpha_i = 0\) or \(\beta_i = 0\).

Instead, in the case of imperfect labels, when both \(\alpha_i \neq 0\) and \(\beta_i \neq 0\), it is possible that the \(i\)-th data point is assigned either label. The labeling error rate, \(\epsilon_i\), is intimately connected to the values of \(\alpha_i\) and \(\beta_i\). Specifically, if a label originally supplied with a data set is \(y_i = 1\) with associated labeling uncertainty \(\epsilon_i \in [0, 0.5]\), the general state of the label can be expressed as

\[
|\psi_i\rangle = \sqrt{\epsilon_i} |0\rangle + \sqrt{1-\epsilon_i} |1\rangle.
\]  

(6)

Taking a measurement of the label’s “state” would then produce either label \(y_i' = 1\) with probability \(1 - \epsilon_i\), or label \(y_i' = 0\) with probability \(\epsilon_i\).

This quantum interpretation of labels motivates allowing a given label to explicitly take on either label (in a prescribed manner) during the classifier-learning stage. Therefore, we propose a label bootstrapping approach as follows.

Let \(x_i \in \mathbb{R}^d\) denote a vector of \(d\) features representing the \(i\)-th data point of a training set of \(N\) such points. Let \(y_i \in \{0, 1\}\) denote the label, originally supplied with the data set, that corresponds to the \(i\)-th data point, \(x_i\). Let \(\epsilon_i \in [0, 0.5]\) denote the estimated labeling error associated with the label \(y_i\).

For each data point, \(x_i\), a new label (e.g., corresponding to a different human labeler) is then drawn independently from a Bernoulli distribution with parameter \(1 - \epsilon_i\),

\[
y_i' \sim \mathcal{B}(1 - \epsilon_i) = \begin{cases} 
y_i, & \text{with probability } 1 - \epsilon_i; \\
1 - y_i, & \text{with probability } \epsilon_i. 
\end{cases}
\]  

(7)

Thus, the original label \(y_i\) is flipped with probability \(\epsilon_i\).

Collect this new set of \(N\) training data labels, \(\{y_i'\}_{i=1}^N\). Denote the \(m\)-th such set of \(N\) labels as \(Y'_m\). Conduct \(M\) such sampling rounds so that we possess \(M\) (potentially, but not necessarily, unique) sets of \(N\) labels. Learn a classifier using the data \(\{X, Y'_m\}\), where \(X = \{x_i\}_{i=1}^N\), and denote it \(w_m\). Repeat the classifier learning using each of the \(M\) data sets.

Let \(p(y_\star = 1|x_\star, w_m)\) be the probability that a testing data point \(x_\star\) belongs to class 1 based on classifier \(w_m\) (and in turn, the label set \(Y'_m\)). Thus, the final prediction is the average of outputs of the classifier ensemble:

\[
p(y_\star = 1|x_\star, \{w_m\}_{m=1}^M) = \frac{1}{M} \sum_{m=1}^M p(y_\star = 1|x_\star, w_m).
\]  

(8)

For the degenerate case in which it is assumed that there is no labeling error, \(\epsilon_i = 0 \forall i\), the labels will never deviate from the initial ones supplied with the data set. That is, \(y_i' = y_i\) always, so every learned classifier \(w_{(j)}\) would be identical.

To determine an appropriate number of sampling rounds, \(M\), to consider, we exploit the work developed for multiple imputation [7], which replaces each missing feature value with a set of \(M\) samples. The efficiency of an estimate based on \(M\) imputations is approximately \((1 + \gamma/M)^{-1}\), where \(\gamma\) is the fraction of missing information for the quantity being estimated [7]. In our case, \(\gamma\) corresponds to the fraction of labels with a non-zero labeling error rate, \(\epsilon_i\). Even if \(\gamma = 1\), a high efficiency can be achieved with a relatively small number of label sampling rounds, \(M\).

4. EXPERIMENTAL RESULTS

4.1 Data Sets

We test the proposed approach with a measured bearing-wear data set [6] and a simulated aircraft engine-degradation data set [8].

4.1.1 Bearing Failure

The first data set was collected from a real bearing run-to-failure test [6]. The signature of a damaged bearing consists of exponentially decaying ringing that occurs periodically at the characteristic frequency. Because the vibration signal of a defective bearing is usually amplitude modulated at the characteristic defect frequency, widely used features for fault detection include the vibration signals’ root mean square (RMS), crest factor, and kurtosis.

The bearing test consisted of four bearings, each of which had two accelerometers — one vertical, \(Y\), and one horizontal, \(X\) — installed to measure the vibration signals. The accelerometers took measurements once every 10 minutes. The data sampling rate was 20 kHz and each measurement lasted 1 second. Six features were then extracted from the measured vibration signals: X-channel RMS, Y-channel RMS, X-channel crest factor, Y-channel crest factor, X-channel kurtosis and Y-channel kurtosis. The test was carried out for 35 days (the test paused from time to time) until two of the four bearings, bearings \(C\) and \(D\), failed. Therefore the data for each bearing is a time series of length 2516, with each point represented by a 6-dimensional feature vector.

4.1.2 Aircraft Engine Failure

The aircraft engine data set was created by an engine-degradation simulation carried out using C-MAPSS [8], a tool for simulating a realistic large commercial turbofan engine. There are 218 time series (systems) comprising a total of 43918 data points. Each data point is represented by 21 features (sensor measurements). The systems are simulated to operate in one of six operational settings, nominally denoted \(A, B, C, D, E,\) and \(F\). Because the operational
setting strongly impacts unit performance, each of the six operating conditions is treated as a separate data set; however, each undergoes the same experimental set-up. The number of data points that corresponds to each operating condition is shown in Table 1.

Table 1: Number of data points for each operating condition.

<table>
<thead>
<tr>
<th>Operating Condition</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6954</td>
<td>6882</td>
<td>6771</td>
<td>6881</td>
<td>6859</td>
<td>11571</td>
</tr>
</tbody>
</table>

4.2 Experimental Set-up

Three different classification methods are applied to each of the data sets. In all three approaches, a logistic regression algorithm is employed as the classifier. The differences among the methods are in the manner that labeling error is handled.

The first approach, denoted “$\epsilon = 0$,” ignores the possible labeling errors and is therefore a standard logistic regression classifier. The second approach, denoted “$\epsilon \neq 0$,” assumes imperfect labels, and treats them in the traditional manner [5]. The third approach is the proposed method using $M = 50$ sampling rounds.

All three approaches use the standard logistic function in the prediction phase. This is because — regardless of whether labeling errors were assumed to be present in the training data — no labeling error can exist when no labeling has transpired for testing data points.

For each classification method, the output for a given unlabeled data point is the probability of belonging to the ‘pre-failure’ class. The Classification accuracy is evaluated by the Area Under the ROC Curve (AUC).

4.3 Results for Bearing Data Set

Only the data for the two failed bearings are used in these experiments, as only a single class is represented by the two healthy bearings. In the first experiment, the data from bearing $C$ is treated as training data while the data from bearing $D$ is treated as testing data. In the second experiment, the training and testing data sets are reversed.

We consider window sizes of 36, 72, 108, 144, 288, 432, 576 and 720 measurements, which correspond to time windows of 0.5, 0.5, 0.75, 1, 2, 3, 4, and 5 days. The resulting AUC as a function of the window size are shown in Fig. 2 for each of the three methods considered. As can be seen in the figures, the proposed approach consistently outperforms the other two approaches.

![Figure 2: Bearing-failure data set results in terms of AUC as a function of the window size, (a) when training with data for bearing $C$ and testing with data for bearing $D$, and (b) vice versa.](image)

4.4 Results for Aircraft Engine Data Set

A more extensive set of experiments is conducted using the aircraft engine data set as follows. Performance is assessed for different amounts of training data and different window sizes, $w$. Specifically, we consider when 1%, 2%, 5%, 10%, and 25% of the data set is training data. Furthermore, we consider window sizes of 5, 10, 15, 20, 25, 50, and 100. For each amount of training data assumed, 50 trials are conducted. In each trial, the data set is randomly partitioned into disjoint training and testing sets.

To allow direct comparisons among the three classification methods, each of the methods uses the same disjoint sets of training and testing data. Moreover, the same training/testing splits of data for a given amount of training data are used for all window sizes. Therefore, the effects of window size on performance can also be observed.

The performance of the considered methods in terms of mean AUC, averaged over 50 random training/testing splits, as a function of the amount of training data, for different window sizes, are shown for operating condition $A$ in Figure 3.

To more clearly observe the relative difference in performance between the proposed approach and each competing approach, Tables 2 and 3 are presented. Positive values in the tables indicate that the proposed approach performed better than the competing approach.

As can be seen from the figures and tables, the proposed method outperforms the two competing methods consistently, and usually to a statistically significant degree. The most significant advantage of the proposed approach occurs when less training data is available.

The evolution of the proposed method’s mean AUC (averaged over 50 random training/testing splits) as a function of the number of sampling rounds used, for operating condition $A$, is shown in Figure 4. As can be seen from the figure, the AUC stabilizes after a
For Operating Condition A, mean AUC (averaged over 50 random training/testing splits) as a function of the amount of training data, for different window sizes, \( w \).

A noise-label framework was proposed for fault prediction of industrial systems. The framework is general in that it can be used in conjunction with any classification method. The proposed technique was demonstrated on two industrial fault detection data sets involving bearings and aircraft engines. As for future work, we plan to develop a principled means of determining an appropriate number of sampling rounds in the label bootstrapping algorithm.

6. REFERENCES
Table 2: For Operating Condition A, difference between the proposed method and the method that assumes perfect labels. Table entries show the mean ± one standard deviation, $\mu(z) \pm \sigma(z)$, from 50 random training/testing splits, where $z = \text{AUC}(\text{proposed}) - \text{AUC}(\epsilon = 0)$. Entries in bold are statistically significant at a 95% level according to a paired $t$-test.

<table>
<thead>
<tr>
<th>Window Size</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.2419 ± 0.3251</td>
<td>0.1132 ± 0.1494</td>
<td>0.0715 ± 0.1305</td>
<td>0.0503 ± 0.0911</td>
<td>0.0017 ± 0.0013</td>
</tr>
<tr>
<td>10</td>
<td>0.1511 ± 0.1522</td>
<td>0.0944 ± 0.1184</td>
<td>0.0411 ± 0.0601</td>
<td>0.0138 ± 0.0388</td>
<td>0.0007 ± 0.0005</td>
</tr>
<tr>
<td>15</td>
<td>0.1726 ± 0.1647</td>
<td>0.0743 ± 0.0761</td>
<td>0.0464 ± 0.0707</td>
<td>0.0022 ± 0.0018</td>
<td>0.0007 ± 0.0005</td>
</tr>
<tr>
<td>20</td>
<td>0.1368 ± 0.1475</td>
<td>0.0690 ± 0.0642</td>
<td>0.0394 ± 0.0618</td>
<td>0.0018 ± 0.0010</td>
<td>0.0006 ± 0.0004</td>
</tr>
<tr>
<td>25</td>
<td>0.1029 ± 0.1151</td>
<td>0.0696 ± 0.0866</td>
<td>0.0291 ± 0.0610</td>
<td>0.0016 ± 0.0013</td>
<td>0.0006 ± 0.0005</td>
</tr>
<tr>
<td>50</td>
<td>0.0503 ± 0.0845</td>
<td>0.0736 ± 0.0758</td>
<td>0.0090 ± 0.0312</td>
<td>0.0023 ± 0.0018</td>
<td>0.0009 ± 0.0006</td>
</tr>
<tr>
<td>100</td>
<td>0.1568 ± 0.1440</td>
<td>0.0349 ± 0.0811</td>
<td>0.0027 ± 0.0069</td>
<td>0.0018 ± 0.0055</td>
<td>0.0005 ± 0.0053</td>
</tr>
</tbody>
</table>

Table 3: For Operating Condition A, difference between the proposed method and the method that assumes imperfect labels. Table entries show the mean ± one standard deviation, $\mu(z) \pm \sigma(z)$, from 50 random training/testing splits, where $z = \text{AUC}(\text{proposed}) - \text{AUC}(\epsilon \neq 0)$. Entries in bold are statistically significant at a 95% level according to a paired $t$-test.

<table>
<thead>
<tr>
<th>Window Size</th>
<th>1</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0836 ± 0.2609</td>
<td>0.0280 ± 0.1509</td>
<td>0.0206 ± 0.0652</td>
<td>0.0072 ± 0.0121</td>
<td>0.0031 ± 0.0037</td>
</tr>
<tr>
<td>10</td>
<td>0.1259 ± 0.1153</td>
<td>0.0093 ± 0.0723</td>
<td>0.0042 ± 0.0191</td>
<td>0.0012 ± 0.0010</td>
<td>0.0017 ± 0.0016</td>
</tr>
<tr>
<td>15</td>
<td>0.0374 ± 0.1157</td>
<td>0.0105 ± 0.0539</td>
<td>0.0018 ± 0.0057</td>
<td>0.0007 ± 0.0018</td>
<td>0.0004 ± 0.0008</td>
</tr>
<tr>
<td>20</td>
<td>0.0273 ± 0.0959</td>
<td>0.0023 ± 0.0314</td>
<td>0.0011 ± 0.0044</td>
<td>0.0011 ± 0.0023</td>
<td>0.0009 ± 0.0010</td>
</tr>
<tr>
<td>25</td>
<td>0.0162 ± 0.0674</td>
<td>-0.0010 ± 0.0134</td>
<td>0.0010 ± 0.0029</td>
<td>0.0010 ± 0.0026</td>
<td>0.0007 ± 0.0010</td>
</tr>
<tr>
<td>50</td>
<td>0.0339 ± 0.0927</td>
<td>0.0010 ± 0.0197</td>
<td>-0.0006 ± 0.0016</td>
<td>0.0001 ± 0.0015</td>
<td>0.0002 ± 0.0009</td>
</tr>
<tr>
<td>100</td>
<td>0.0035 ± 0.0765</td>
<td>0.0117 ± 0.0632</td>
<td>0.0007 ± 0.0064</td>
<td>0.0006 ± 0.0034</td>
<td>0.0006 ± 0.0017</td>
</tr>
</tbody>
</table>

Figure 4: For Operating Condition A, evolution of the proposed method’s mean AUC (averaged over 50 random training/testing splits) as a function of the number of sampling rounds used, for different amounts of training data (legend entries) and for different window sizes, $w$. 